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Abstract-This survey mainly dealing with the 

health issues. Their related information is 

collected and how important data mining is in 

health care. Now-ever-days health issues are 

increasing and recording every information are 

becoming more complex. Gathering the health 

record by gathering the data sets related to 

insurance claims, health surveys and other sources 

including data quality and privacy issues. The 

analysis of new health conditions using data 

mining is necessary. Clinical Decision Making by 

diagnose their issues or disease rather than by the 

medical experts. Bio medicine and Genetics for 

finding the specific diseases that are effects of 

genetics are studied with the help of bio medical 

and molecular level. Population Health focused 

mainly on the patterns, trends and causes of 

specific disease across a population. Health 

Administration and Policies mainly focus on the 

insurance plans in the area of health 

administration. It is believed that by analyzing the 

related data and extracting the hidden 

information out of that data, many useful and 

applicable solutions can be developed. With the 

increase of implementing electronic systems, such 

as electronic health records systems, in the health 

sector, there are massive amount of data being 

captured every day. 
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I. INTRODUCTION 

 
Health is a state of complete physical, mental 

and social well-being and not merely the absence of 

disease or infirmity. Determining the disease causes, 

spreading from individual to individual and within 

community has becoming increasingly global [1]. 

Electronic system gathers a large amount of data on 

each day. Data mining has received a lot of attention 

due to its strong ability of extracting information 

from data. Due to this large amount of data, data 

mining algorithm are improved and new versions are 

adopted to improve reliability. In other words, the 

collected data in any organization is now seen as a 

new source of very important information that can 

directly affect the operational efficiency of that 

organization, provide higher quality outcomes, and 

even cut the unnecessary expenditures that waste the 

budget. Therefore, data mining has received a lot of 

attention due to its strong ability of extracting 

information from data. 

 
However, most of these data sets are not very 

well structured and appropriate for analytically 

purposes. In addition, health data are usually very 

complex and not easy to analyze [1]. Therefore, 

health sector is still a very demanding domain in 

applying data mining techniques to find trends and 

hidden information to make the health organizations 

more cost efficient, and provide complementary 

clinical solutions. 

 
Hemodialysis (HD) and peritoneal dialysis are 

the two modalities of dialysis treatment. HD is 

typically performed in a clinic setting and accounts 

for more than 80% of the dialysis population. various 

factors such as climate, environment, water quality 

and management, education, air pollution, natural 

disasters, social and many others which are the 

reasons for the emergence of diseases. To store such 

a large amount of data or information the sizes of 

databases are increased very rapidly. Such type of 
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databases consist very useful information. This information 

may be very useful for decision making process in any 

field. It becomes possible with the help of data mining or 

Knowledge Discovery in Databases (KDD). 

 
In this paper, we present the advantages of data mining 

and special characteristics of health data that makes data 

mining very important to be considered in health data 

analysis. In this section, we demonstrated some evidences 

and explanations about why data mining has received 

attention, especially in the health domain. In the next 

section, data mining techniques and concepts are briefly 

presented. In continue, the applications , necessities, and 

challenges of data mining in health care have been 

described and summarized. Finally, we conclude about the 

influences of applying data mining in health care. 

 
II. DATA MINING 

 
In order to improve classification accuracy, 

insignificant parameters and patient data were removed 

from the data set. For example, all patients with less than 

15 visits were removed from the data set. The data for 

patients who received transplants required special 

consideration. Transplant‘s success depends on factors such 

as age, prior time on dialysis, gender, primary cause of the 

disease, and so on[1]. 

 
A. Main Techniques 

In traditional data analysis, data for these  patients 

would be censored following the transplants. However, in 

this dialysis data set, there is only one record per patient. 

Censorship would imply that data for patients who received 

transplants would have to be omitted from mining, thus 

making the data set too small for analysis. Therefore, the 

dialysis time for each transplant patient was calculated 

using the dialysis beginning date and the transplant date. 

The patients with dialysis time (before the transplant) 

greater than 3 years were classified as above-median while 

others were classified as below-median. There is no way to 

determine whether the below-median patients (with the 

transplant) would have survived on dialysis for more than 3 

years. Due to the small data set, it was assumed that without 

transplant these patients would have died before the median 

survival time. Also, it was assumed as they were placed on 

the transplant list, their condition was deteriorating and the 

chances of them surviving above-median were 

small. The data set also contained data for four patients 

who had returned to dialysis treatment following a 

transplant. Since this situation is rather unusual their data 

records were removed from the data set. All initial data 

mining was conducted using a rough-set (RS) algorithm. 

In the RS theory lower and upper approximations of the 

concept are computed [11]. As a result, there are two types 

of A. 

 
1) Classification 

Classification in data mining defines as assigning an 

object to a certain class based on its similarity to previous 

examples of other objects. The classification process 

comes under the predictive method. With classification, 

new samples of data are classified into known classes. The 

classification is the initial process of data mining and use 

algorithms like decision trees, Bayesian classifiers. For 

classification the data required must be already labeled 

one. 

Classification techniques are widely used in health 

data analyses, including: analyzing microarray data [10], 
diagnosing skin diseases [11], performance of different 

classifiers on cancer datasets [12], predicting cost of 

healthcare services [13][14], identifying significant factors 

in healthcare coverage and predicting the status [15]. 

 
 

Table 1-Training set And Predicting Set for Medical 

Database 

Training Set 

 

Age 
Heartbeat 
Rate 

Blood 
Pressure 

Heart 
Problem 

45 75 140/64 YES 

28 85 101/60 NO 

38 62 105/55 NO 

 

Prediction Set 

 

Age 
Heartbeat 
Rate 

Blood 
Pressure 

Heart 
Problem 

33 89 142/82 ? 

45 52 102/56 ? 

87 83 138/61 ? 

 

2) Clustering 

It is important to understand that data mining is a 
close relative, if not a direct part of data science. Data 

mining focuses using machine learning, pattern 

recognition and statistics to discover patterns in data. 
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Clustering would fall into the machine learning / pattern 
recognition realm. 

 

Supervised Learning - These include machine learning 

algorithms that have variables used as predictors and a 
variable to predict. Unsupervised Learning – These 

algorithms have no variable to predict tied to the data. 

Instead of having an output, the data only has an input 

which would be multiple variables that describe the data. 

This is where clustering comes in. 

 
3) Association 

Association rule mining is a procedure which is meant 

to find frequent patterns, correlations, associations, or 

causal structures from data sets found in various kinds of 

databases such as relational databases, transactional 

databases, and other forms of data repositories. 

 

Given a set of transactions, association rule mining 

aims to find the rules which enable us to predict the 

occurrence of a specific item based on the occurrences of 

the other items in the transaction. 

 
B. Advantages Over the Traditional Statistics 

 

Data mining and statistics are related  to learning 

from data. They are all about discovering and 

identifying structures in data, with the aim of turning 

data to information. And although the aims of both 

these  techniques overlap, they have different 

approaches. 

 

Statistics is only about quantifying data.  While it 

uses tools to find relevant properties of data, it is a lot 

like math. It provides the tools necessary for data 

mining. Data mining, on the other hand, builds models 

to detect patterns and relationships in data, particularly 

from large data bases. 

First, statistics prefers to use more conservative 

strategies in the first phases of analysis, and in general, 
employ concrete mathematical methods to run analysis. On 

the other hand, data mining is open to consider various 

approaches in regards to mine the data in different orders 

[17]. Due to this flexibility, data mining uses heuristics as 

well when facing with real-world issues, so that categorical 

(discrete) attributes are included in the analysis too [4]. 

Second, statistics runs analysis only on a sample of 
data, as this was probably the approach to handle large 

datasets for analysis in past, and it has retained in this 

method‘s nature. In contrast, data mining has the ability to 

consider the whole dataset for analysis which in return 

provides more reliable results by considering all details of 

the population. 

Third, statistical methods can only work with numeric 
data [17]. However, there are a lot of categorical (discrete) 

attributes – e.g. race, gender, diagnosis code – in addition to 

numeric and even other types of data in the current databases. 

Most data mining techniques are capable of handling these  

types of data in addition to numeric data. 
 

Finally, in statistics, a hypothesis is first created and then 

the data gets analyzed to prove or reject the hypothesis 

(hypothetico-deductive analysis). On the other hand, data 

mining does not consider any clear hypotheses. It starts 

exploring the data and tries finding knowledge out of the data 

(inductive analysis) [17]. This can be very useful when 

studying the prevalence of new diseases that their causing 
factors are unknown. 

III. APPLICATION OF DATA MINING IN 

HEALTHCARE 

Data mining provides a variety of latest method for data 

analysis and discovers new useful knowledge. In different 

research areas, data mining is gaining popularity due to its 
infinite methodologies and applications to mine the 

information. Data mining techniques plays a vital role for 

uncovering new trends in healthcare organization which is 

also for all the parties associated with this field. Usage of such 

data mining techniques on medical data determines useful 

trends and patterns that are used in analysis and decision 

making. This survey features various data mining techniques 

such as classification, clustering, association, regression in 

health domain. It can find out some useful knowledge from 

large databases. Now-a-days large volume of data is being 

collected and stored at high speed. Traditional data analysis 
techniques have limitations. Human analyst may take time to 

discover useful information and much of the data is never 

analyzed at all. Automated analysis of massive data sets is 

considered as data mining. Compared with other data mining 

areas, medical data mining has some unique characteristics 

[37]. Since medical files are related to human 
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subjects, privacy concern is taken more seriously than other 
data mining tasks. 

 
A. Clinical Decision Making 

Clinical Decision Support System (C_DSS) is 

interactive application, which performs automatic decision 

making for clinical activities. This is designed to assist 

physicians and other health professionals with decision-

making tasks by determining the diagnosis of patient data. 

Fig 1.0 shows the Clinical decision C_DSS helps to review 

and filter the physician‘s preliminary diagnostic choices to 

improve the treatments. The Post diagnosis in C_DSS 

systems is used to mine data to derive associations between 

patients and their past medical history. Using the patient 

medical history and clinical research, the application will 

predict future events. Clinical decision support systems are 

broadly classified into two main types namely Knowledge 

based C_DSS and Non-knowledge based C_DSS, which 

relies on machine learning approaches. 

 

 
B. Clinical and public health implications 

The unchanged global HIV incidence may be related to 

ignoring acute HIV infection (AHI). This scoping review 

examines diagnostic, clinical, and public health 

implications of identifying and treating persons with AHI. 
AHI among individuals with behavioral and clinical 

characteristics more often associated with AHI. However, 

algorithms have not been implemented outside research 

settings. From a clinical perspective, there are substantial 

immunological and virological benefits to identifying and 

treating persons with AHI – evading the irreversible 

damage to host immune systems and seeding of viral 

reservoirs that occur during untreated acute infection. The 

therapeutic benefits require rapid initiation of antiretroviral, 

a logistical challenge in the absence of point-of-care testing. 

From a public health perspective, AHI diagnosis and 
treatment is critical to: decrease transmission via viral load 

reduction and behavioral interventions; improve pre-

exposure 

prophylaxis outcomes by avoiding treatment initiation for 
HIV-seronegative persons with AHI; and, enhance partner 

services via notification for persons recently exposed or likely 

transmitting. 

 
C. Health Administration and Policies 

Were able to discover patterns among health centers that 
led to policy recommendations to their Institute of Public 

Health. They concluded that ―data mining and decision 

support methods, including novel visualization methods, can 

lead to better performance in decision-making.‖ Data Mining 

in Healthcare‖. The preceding factors remind us of an incident 

in the Philippines at the Rizal Medical Center in Pasig City in 

October 2006. Failing to implement strict sanitation and 

sterilization measures the hospital contributed to the death of 

several new- born babies due to neonatal sepsis (bacterial 

infection). No one really knew what was going on until the 

deaths became more frequent. Upon examining hospital 

records, the Department of Health (DOH) found that 12 out of 
28 babies born on October 4, for example, died of sepsis 

(Tandoc  2006). With an integrated database and the 

application of data mining the DOH could detect such unusual 

events and curtail them before they worsen. 

 
D. Heart Disease Prediction 

The healthcare industry collects huge amounts of 

healthcare data which, unfortunately, are not "; mined"; to 
discover hidden information for effective decision making. 

Discovery of hidden patterns and relationships often goes 

unexploited. Advanced data mining techniques can help 

remedy this situation. This research has developed a prototype 

Intelligent Heart Disease Prediction System (IHDPS) using 

data mining techniques, namely, Decision Trees, Naive Bayes 

and Neural Network. Results show that each technique has its 

unique strength in realizing the objectives of the defined 

mining goals. IHDPS can answer complex "; what if"; queries 

which traditional decision support systems cannot. Using 

medical profiles such as age, sex, blood pressure and blood 
sugar it can predict the likelihood of patients getting a heart 

disease. It enables significant knowledge, e.g. patterns, 

relationships between medical factors related to heart disease, 

to be established. IHDPS is Web-based, user-friendly, 

scalable, reliable and expandable. It is implemented on the 

.NET platform. 

 
IV. CONCLUSION 

Data mining has great importance for area of medicine, 

and it represents comprehensive process that demands 

thorough understanding of needs of the healthcare 

organizations. Healthcare is one of the major sectors which 

can highly benefit from the implementation and use of 

information system. We 
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have provided an overview of applications of data mining 

in infrastructure, administrative, financial and clinical 

Health care system. Knowledge gained with the use of 

techniques of data mining can be used to make successful 

decisions that will improve success of healthcare 

organization and health of the patients. Data mining 

requires appropriate technology and analytical techniques, 

as well as systems for reporting and tracking which can 

enable measuring of results. Data mining, once started, 

represents continuous cycle of knowledge discovery. 
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